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Learning outcome

After completing the course you will be able to:
e make software that is easy to analyze with respect to security and reliability and still easy to maintain.

e understand how practical software development can benefit from theories about state machines, refinement,

security risk analysis, formal reasoning, and modularity.

e perform a simple security risk analysis.



1 Lecture 1: Introduction to Modeling, Security and Risk

1.1 This lecture aims to provide

e A classification of graphical approaches to security, risk and threat modeling

e A characterization of major challenges within graphical modeling with particular focus on security, risk and

threats

e Recommendations for how to deal with these challenges

1.2 Part I: Classification of graphical approaches to security, risk and threat modeling
1.2.1 What is a graphical model?

Why are you interested in graphical models for security?

(Model -> modeling a simplified version of the system.)

Graphical models are a marriage between probability theory and graph theory. They provide a natural tool for deal-
ing with two problems that occur throughout applied mathematics and engineering — uncertainty and complexity . ..

- From preface of Learning In Graphical Models by Michael I. Jordan (Too Narrow)

Wikipedia says: A graphical model is a probabilistic model for which a graph denotes the conditional dependence

structure between random variables (Too Narrow)

1.2.2 What makes textual representations different from graphical?

Textual representations are one-dimensional

Graphical representations are two-dimensional

Definition of a graphical model

A representation in which information is indexed by two-dimensional location - J.H Larkin & H.A. Simon: 1987

1.2.3 What is security?

OR more specific: What is cybersecurity?

Information security: Preservation of confidentiality, integrity and availability of information (ISO/IEC 17799:2005)




Cybersecurity:

Cyber -> simplified: connected to the internet

Cybersecurity is the protection of cyber-systems against cyber-threats

A cyber-threat is a threat that exploits a cyberspace.

What kind of approaches for graphical modelling of

security are there?

Software engineering
Flow-charts = Security flow-charts (M.Abi-Antoun et al:2007)

Entity-relation diagrams = Secure UML (T.Lodderstedt et al:2002)
Use-case diagrams > Misuse-case diagrams (G.Sindre et al:2000)

State-machines = Bell-LaPadula (W.Caelli et al:1994)
Activity diagrams = UMLSec (J.Jiirjens:2004)
Sequence diagrams = Deontic STAIRS (B.Solhaug:2009)

Statistics/risk analysis
* Tables = DREAD tables (MICROSOFT:2003)
» Trees 2 Attack trees (B.Schneier:1999)

Graphs > CORAS threat diagrams (M.S.Lund et al:2011)

1.2.4 What makes graphical models for security special?

e Misbehaviour

e Human intensions

e Capabilities

1.3 Part II

e Defences
e Vulnerabilities

e Soft as opposed to hard constraints

Major challenges within graphical modelling with particular focus on security, risk and threats

Recommendations for how to deal with these challenges

1.3.1

Seven Iterations

Challenge 1: Relationship to ontology

Ontology for risk modelling

” - ielhood H

N N Consequence '

Ontology — kind of conceptual model

Treatment

Make sure to avoid
e Construct deficit
e Construct overload
e Construct redundancy

e Construct excess



Challenge 2: The number of symbols?
The amount of information that is transmitted by a human being along one dimension is seven, plus or minus two
(G.A. Miller:1956)

Most humans cannot reliably transmit more than

e 6 pitches (tones) e 10 visual positions (short exposure)
e 5 levels of loudness e 5 sizes of squares
e 4 tastes of salt intensities e 6 levels of brightness

Fix: Use several dimensions!

Challenge 3: What kind of symbols

(D.L.Moody:2009) recommends amongst others

e Different symbols should be clearly distinguishable

Use visual representations suggesting their meaning

Include explicit mechanisms to deal with complexity

Include explicit mechanisms to support integration

Use the full range of capacities of visual variables

Be aware of the theory of gestalt psychology

Law of common fate

e Law of proximity

e Law of similarity

Law of continuity

e Law of closure

Law of good gestalt

e Law of symmetry Law of past experience

Challenge 4: Semantics

What is a semantics? Why do we bother to define semantics?

e You need more than one semantics

Start by defining a natural language semantics

Make sure the semantics works for incomplete diagrams

Be careful with hidden constraints

The ability to capture inconsistencies is often a good thing



Challenge 5: Documenting consequence

When I was young and stupid I measured any loss, impact or consequence in monetary value (That’s not a good

ideal)
Fix
e Define assets carefully

e Decompose or try to avoid fluffy assets

e Define concrete scales for each asset

Challenge 6: Documenting likelihood

Bad communication: Probability (G. Gigerenzer:2002)

*  "30-50% probability for sexual
problems if you take for Prozac"
means ...

— of 10 times you have sex, you
will get problems in 3-5?

— of 10 patients, 3-5 will get
problems?

Challenge 7: Documenting risk

Bad communication: Relative risk (G. Gigerenzer:2002)

"People with a high level of colestreaol may reduce their risk of death by 22 % by
taking medicine X"

Basis for statement (Treatment in 5 years):

Treatment # deaths pr 1000 with high colestreaol
41— 32
Medicine X 32 =
edicine T 22%
Placebo 411

1.4 Conclusion

Bad communication: Probability

= Implicit reference — invites
missunderstandings

*  Fix: Use frequencies
— "Of 10 patients 3-5 will get
sexual problems"

7 MM _WORDS CAME 0UT FINE!
THEY WERE PROCESSED INCORRECTLY
o BY YOUR BRAIN !
A A A A SO

e Often missunderstood as follows: "If 1000 persons
with high colestreole takes medicine X, 220 will be
saved."

e Fix: Formulate as absolute risk reduction:

— Medicine X reduces the number of deaths from
41 to 32 per 1000.

— The absolute risk reduction is 9 per 1000, i.e.
0,9 %.

The form of representations has an equal, if not greater, influence on cognitive effectiveness as their content

(D.L. Moody:2009)

Refinements -> relationship between the model and the system

Security risk assessment -> model the backside of the model (Coras).



2 Lecture 2: Modeling I - Class diagrams

What’s a model? Artefacts in Informatics
Concept
THOUGHT OR REFERENCE Sﬁf@@{tﬁ@[ﬁ]
Models Frameworks Patterns Algorithms
Languages
Programming GPL DSL Formal Visual ....
Tools
svumoL T Stamds for . marmmawr Editors  Compilers Verifiers  Simulators  Apps ....
(am imputed relation)
Term * Thus Phenomenon

2.0.1 Modeling a system

A system is a part of the world

e which we choose to regard as a whole, separated from the rest of the world during some period of consideration,
a whole which we choose to consider as containing a collection of components, each characterized by a selected

set of associated data items and patterns, and by actions which may involve itself and other components
Mental systems
e System existing in the human mind, physically materialized as states of the cells of our brains
Mental and manifest models
e When a limited set of properties is selected from a system

These definitions are from K. Nygaard and his DELTA team (in 1977)

What language(s) to use?
The language must have good mechanisms for abstraction, must have adequate tooling and must scale to "real sys-

tems"

UML Class Modeling: Concepts, Identity, Generation, Meta, Aggregate
Concepts: Class, Type, Pattern, Method, Function, Datatype, Object, Instance, Entity, Method call, Function call,

Variable, Prototype, Clone

Example: A small story about Courses

The Software Engineering Course is a special Course. Courses contain Lectures. The lectures may generate questions

11



A small Story with Boxes and Arrows

What are the boxes (Relata) ?

What are the arrows (Relations) ?

ists-of
\rfl\s‘

is-a-
special

, generates

\

N

SWEcourse

Exercise:

= Can Software Engineering course
(SWEcourse) be held without
lectures?

= Can there be lectures without
questions asked? i
* Can the very same lecture be o
given in two different courses?

5 Leaure

EEED

* Can the very same question be »
posed to several lectures? =

-

= Ifacourse is cancelled, will all
remaining lectures also be
cancelled? (or "terminated")

Subclassing or Inheritance

Metamodel

Defines

describes defines

—

Program

Modeling Execution

Model
Language

Modeling

Environment Change

 Editor Observe
« Compiler

« Interpreter

* Debugger

* Model database
* Simulator

* Validator

+ Text generation

Dala
Structure

12

A small Story with UML class diagram

Class
Heoume |42~ .
!‘ Composition |
\ ( Association
L NG
| Generalization ) 1) [ tecre
 lcturey \ MemberEnd |
H SWEcourse -
Multiplicity | goens o Navigable
e e T ==
~ question
Identity modifiers: Languages:
Generalization umL
Subclass Simula
Derived Classes C++
Extension Java
Interface UML, Java
Parameters FORTRAN, Pascal, Algol, ...
Overloading C++, Java
Redefined operations UML
Virtual procedures Simula, Smalltalk
Virtual functions C++
Qverriding methods Java
Pointers to functions C, C++
Generation
Lev | UML model Language Programming Language
M3 | MOF metamodel MOF Grammar of BNF BNF?
M2 | UML metamodel MOF Grammar of Java BNF
M1 | UML user model umL Java user program Java
MO | Execution of user Execution of java program
model




Class Diagram Summary

Class

Class Name

Class Name

attribute: Type = initialValue

operation(arg list):return type

Generalization

Supertype

4 discriminator

-

Subtype 1

Subtype 2

13

Association

Class A

role B

role A

s

0.1

m..n

Class

Class

Class B

Multiplicities

Class

Class

Class

Class

<>

)

exactly one

many
(zero or more)

optional
(zero or one)

numerically

specified

aggregation

composition

role name

|

Target



3 Lecture 3: Modeling 11 - UML Interactions

(also called Sequence Diagrams) - This is a Sequence Diagram

ESine | sd Hotpos

- oyskain ¢ Erine ¢ icusystem : I0Usystem

) ref icus_hotpos
Lifeline | E I
st | | smsCstudi konto aysteinh hotpos',2034,STAT-ID) |
I |
L Poshequest |
| p—— |
1 PogResult |
- I I 1
Message | | Sms("Hokpos: IFiis 1147 theters sway",STAT-ID,2034) |
I t |
0 N " T-
EBmbIner | Sms{"5tud1 konto oysteini] hotpos trine”, 2034,5TAT-10) _|

Fragment | | sms("Do you accept noskuhninc by oystein? (ves ovstenr@ oysten ), STAT-TR,2054)

Srns("Skud1 Ento oysteinh yes owem",zugqa.smr-m]
PosRequest
PosResuk

SL:G(-HCKDDS! TFiis 1147 meterL away from trne".STAT-!D,?.IJ?J]
| I |

Sequence diagram in a nutshell
They are simple, powerful, readable and they emphasize the interaction between objects when interplay is the most
important aspect. Often only a small portion of the total variety of behavior is described to improve the individual

understanding of an interaction problem.

Sequence Diagrams are used to: document protocol situations, exemplify behavior situations, verify interaction
properties relative to a specification, describe test cases, document simulation traces.

The example context: Dolly Goes To Town

Dolly is going to town and wants to subscribe for bus schedules back home given her current position and the time
of the day.
The service should not come in effect until a given time in the evening

Lifeline — the “doers”

:ServiceBase

14



The informal architecture

positioning

mile reqist o

web
terminal

teinal

information pusher
(SMS sender, WAP portal)

Exercise: How many global traces are there in this
diagram?

> The only invariants:

— Messages have one send event, and one receive event. The send event must occur before
the receive event.

— Events are strictly ordered along lifeline

sd Authorization

ServiceUser |

How many?

1,2,3,4,5,
6,.7

‘ ServiceBasa ‘

ServiceTerminal

Code

oK

Onweb

oK

3.0.1 Causality and weak sequencing

Causality:

e a message can never be received before it has been
transmitted

e the transmission event for a message is therefore al-

ways ordered before the reception event for the same
message

Weak sequencing:

e events from the same lifeline are ordered in the trace
in the same order as on the lifeline

3.0.2 Asynchronous messages: Message Overtaking

e asynchronous communication = when the sender does

(Simple) Sequence Diagram
Messages have cne send event, and one receive event.
The send event must occur before the receive event.

Events are strictly ordered along a lifeline from top to bottom

[ ca muhorizston

SCNinBUSCIl [ ServiceBase | [ ServiceTorminal

| Onitieb

oK

How many global traces are there in this diagram?

> The only invariants:

— Messages have one send event, and one receive event. The send event must occur before
the receive event.

— Events are strictly ordered along lifeline

How many? sd Authorization
« 1,2,345,
6,.7 ‘Servicalser ‘ ‘SeviceBase I ‘SenicaTerminal I

Onen

sd Authorization

‘ :ServiceTerminal

not wait for the reply of the message sent

e Reception is normally interpreted as consumption of the message.

e When messages are asynchronous, it is important to be able to describe message overtaking.

15



sd Authorization J

“ServiceBase | | ‘BerviceTerminal

Code

Ok

OnWeb

infe

CK

Decomposing a Lifeline relative to an Interaction The Decomposition

sd Authorization J /\ sd Authorization
enviceBdse
ref £B_Authorjzation
Code o
i sd SB_Authorization
OK OnWeb
OnWeb oK
“Gentral
, OK

Code
| create
,,,,,,,,,,, Authorizer
|
\/ )

OK
X

ServiceBase

[oevessse | [ersimimmmesin

[ sonesromea |

| ServiceUser

| :ServiceTerminal

|

Onieb

3.0.3 Lifeline creation and destruction

e We would like to describe Lifeline creation and destruction

e The idea here (though rather far fetched) is that the ServiceBase needs to create a new process in the big
mainframe computer to perform the task of authorizing the received Code. We see a situation where several

authorizers work in parallel

o0 55, Adthorizaton Synchronizing interaction
| :Central
Code

sd Authorization J
create

= | :ServiceUser L‘Ser\:.eBase—| | :ServiceTerminal ‘
OK OK T T T

OnWeb

OK

e S e

16



3.0.4 Basic Sequence Diagrams Summary

e We consider mostly messages that are asynchronous,
the sending of one message must come before the
corresponding reception

e UML has traditionally described synchronizing
method calls rather than asynchronous communic-
ation

e The events on a lifeline are strictly ordered

e The distance between events is not significant

More structure

e interaction uses - such that interactions may be
referenced within other interactions

e combined fragments — combining Interaction frag-
ments to express alternatives, parallel merge and
loops

e better overview of combinations — High level In-
teractions where Lifelines and individual Messages
are hidden

— Not so useful since no tools support this

e gates — flexible connection points between refer-
ences/expressions and their surroundings

— we have looked at this in the context of decom-
position, but gates are also on InteractionUse
and CombinedFragments

Gates
The formal gates are the ones inside authorization and
the actual gate is the one pointing in to the authorization

sd GoHomeSetup
| !
| !
Code 1
L Senvicazase SanizeTemina)
oK -
code
oK
. , oK
t +
o] Onweb
el
ret) FindL. =ation ‘ info
SetHome
ok
SativacatonTime
SetTransportProforsnces

17

e The context of Interactions are classifiers

e A lifeline (within an interaction) may be detailed in

a decomposition

e Dynamic creation and destruction of lifelines

References
sd GoHome:
| Senvicelser | | ‘ServiceBase ‘ | :ServiceTerminal
1 1 |
i i |
w GoHomeSetup !

GoHomelnvocation

f
loop ]

ref

ref

)
B

GoHomeDismantle

Combined fragment example

sd GoHomelnvocation

Bervicellser

| Clock |

:ServiceBase |

| :Bervice Terminal |

InvocationTime

ref,

FindLocation

TransportSchedule

SchedulelntervalElapsed

ref

FindLacation

TransportSchedule

GetTranspertSchedule

TransportSchedule

FetchSchedule




And now chiefly yourselves !!!

a)

sd GoHomelnvocation J

‘ :ServiceUser

Clock

:ServiceBase

‘ :ServiceTerminal ‘

InvocationTime

FindLocation

TransportSchedule

SchedulelntervalElapsed

FetchE

e)

3.0.5 Summary of sequence diagrams

positive behavior I - 4 traces

sd ex
|

- D

: D
— 1 D

positive behavior III - 4 traces

AN

sd alt-ex sd par-ex sd seg-ex
SRR || e | [ e R
\ \ [ \
i .

par
a a

—— — |

Ordering Beef

sd Beef

main dish please
turn on heat

heat is adequate
fetch_meat()

Refrigerator

T
fetch_meaty():sirloin

i

put on grill (sirloin)

fetch_meat() }

fetch_meat():sirloin
main dish:sirloin

FindLocation

TransportSchedule

Interaction [Frame, Sequence Diagram]

Lifeline

c) Combined fragment [loop-fragment]
d)

Message

InteractionUse

positive behavior II - 8 traces

sd Authorization

‘ ServiceUser

‘ ServiceBase ServiceTerminal

positive behavior IV

sd loop-ex sd loop-ex sd Toop-ex
L] L] ) e
| [ [ [
Toonl53) T

|
[TToopi2) |

Ordering Beef also including negative behavior

sd Beef

Cook [ Stove ‘

[ Rorgerser |

main dish please

turn on heat

fetch_meat()

=
heat is adequate

put on grill (siroin)

negative traces

veto

smell of bumed meat ‘

fetch_meat()

fetch_meat()sirloin i
main dish:sirloin -

fetch_meat():sirloin
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veto and refuse Negative behavior due to guards

sd refuse-ex sd veto-ex

A B A B
'sd GoHomelnvocation(Time invoc) J
. [ | [ o | [t | [ et
. . e |
[Now>invoc]
notrtne | P

‘TransportSchedule

[ o tvs

SchedulelntervalElapsed

FindLocation

({h{<!ta,?a>}) ({<>}i<!a,?a>}) ‘ ‘ L Taommeis

[pos-lastpos>dist]
‘ ‘ GetTransportSchedule

" TransportSchedule

FetchSchedule

19



4 Lecture 4: Modeling IV - UML state machines

4.1 State machines

4.1.1 Suitability of UML state machines

e reactive
e concurrent
e real-time

e distributed

e heterogeneous

e complex

4.1.2 UML State Machine

Finite Exercise
What is a state in a programming language?
- A state is the current value of my programming
State variables
What is a machine in a programming language?
e a stable situation where the process awaits stimuli - A machine is a method in programming language

e 3 finite number of states

e a state in a state machine represents the history of
the execution

Machine

e that only a stimulus (signal, message) triggers beha-
vior

e the behavior consists of executing transitions

e may also have local data

4.1.3 An Access Control System

o A set of Access Points are established to control the access to an area
e The Access Points controls the locking of a door

— in a more abstract sense, access control systems may control bank accounts or any other asset that one

wants to protect

e The Access Point access is granted when two pieces of correct identification is presented

20



— A card

— A PIN (Personal Identification Number)

e The access rights are awarded by a central Authentication service

The concepts in a class diagram

+ ap

AccessControlS

AccessPoint

Multiplicity

Authenticator |

I

Happy Day Scenario

5d: access )

ap:AccessPoint auth:Authenticator

SwipeCard(

Blink()

Code(crdid: Integer, pin: Integer)

OKQ

OpaqueBehavior is a UML
behavior defined in
another language

The behavior of the AccessPoint

@itial (pseudo)state ]

In this course we are flexible wrt
how behaviors are expressed

Hence, using the

OpaqueBehavior construct is not

\. init

NOK/OpaqueBehavior: send Red

RedLight

SwipeCard/OpaqueBehavidr record cardid; send Blink

Keys/OpaqueBehavior:

Authentication

Blinking

send Code(cardid, pin)

\
L

OK/OpaqueBeHavior: send Green

}Transition

|

( Trigger |

[ Effect 7

21
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4.2 Consistency

Runtime consistency — behaviors corresponding Let’s execute the state machine according to the sequence
= diagram

: )

Aochir

Cotetcti: e, i nege)

CloeDe/Opasusgehmior sing

Redlight

KeyOpaquesienmvoriend Codecardid,pin)

Nokg

KepsaqueBihasiortens Cosecasid, o)

NOKIOpasuesehaver send ea

OKOpsqueBfmion snd Green

e —

OKOprauesefir e Geen

bchair

ottt teger i g Cotetrttteger, i g

et 5

e

worg oo
o
pOpasueeheorbend Cotecurd, o) wors
o st ) KopOpsaueBenmiorlsnd Codelcrdi, i =
worend s NOKOpaueenmar sen et (e

auth:Authenticator
T

APbehavior

hi J Red
CloseDoor/OpagueBehavior: send OpenDoor
[ GreenLight

Code(crdid: Integer, pin: Integer)

RedLight J

OKO

SwipeCard/OpaqueBehavidx record cardid; send Blink

Blinking

Keys/OpagueBehavior{send Code(cardid, pin)

-nurﬁm® [ Authentcation ] OK/OpagueBe Havior: send Green
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4.2.1 Concluding the runtime consistency check
e The APbehavior state machine satisfies all traces of the sequence diagram access

e Thus these behaviors are consistent

Another attempt to define the state machine Exercise: Are these behaviors consistent?

DpenDoor

APbehaviorOneState
@ -
( N

APOneState

[: SwipeCard/OpaqueBehavior: record <]m.a; send Blink

NOK/OpaqueBehavior: send Red

[d send Red

]

Keys/OpagueBehavior: send Code(cardid, pin)

OK/OpaqueBehavior: send Green

Exercise: Which state machine is the better description?

and why? APbehavior may spot the problem
APbehaviorOneState will go on in error

4.2.2 Why using different states?

e Several different states distinguishes between different situations
e In different situations, different reactions may be desirable to the same trigger

e A specific state represents in a compact way the whole history of behavior that led to reaching that state

4.2.3 Guidelines and Reminders

e Even though the state machine was consistent with the sequence diagram, the state machine was flawed

— The reason was that sequence diagrams are only partial descriptions of the whole, while state machines

are complete descriptions of a part of the whole

e Use several states if you can

— Each state representing a stable, recognizable situation
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e We should supplement our state machine with all the possible different transitions

— This would help us consider and handle most error situations

4.2.4 What if we need to modify a state machine?

e Our access control system should possibly be acting differently during working hours than at other times

e How well do state machines cope with modifications?

( APbehaviorTimed

. init

CloseDoor/OpaqueBehavior: send Red

RedLight

GreenlLight

v v Guard
SwipeCard/OpaqueBghavior: record cardid

[ClockTime >/1.7]/OpiqueE=hivior: send Blink
2/ Blinking

\\ Choice

Keys/OpaqueBehavior:(send Code(cardid, pin)
d Code(cardid,0000)

Authentication OK/OpaqueBeHavior: send Green

[ELSE]/OpaqueBehavior

NOK/OpaqueBehavior: send Red

4.3 Summarizing

e State machines describe behavior of independently acting components
e Reactive systems are suitable for state machines
e Consistency checks between sequence diagrams and state machines are very useful (but not sufficient)

e State machines are robust in as much as additional functionality can often be included without ripple effects

on other parts of the behavior
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5 Lecture 5: Refinement 1

Objectives for the lectures on refinement
e Motivate the role of refinement

e Introduce and related the following notions of refinement

— supplementing
— narrowing
— detailing

e Jllustrate the use of these notions of refinement

— the interplay between specification and refinement

e [llustrate the translation of theory into practice
5.1 Three main concepts of language theory

e Syntax

e Semantics

structs

e Pragmatics

5.1.1 Semantic relation
e Syntactically correct
expressions in a
language that is well-
understood

Syntactically correct
expressions in the
language to be explained

What does it
mean that a
language is well-
understood?

Semantic relation

Relates
expressions

that need
interpretation
to expressions
that are well-

understood

— The relationship between symbols or groups of symbols independent of content, usage and interpretation

— The rules and conventions that are necessary to interpret and understand the content of language con-

— The study of the relationship between symbols or groups of symbols and their interpretation and usage

5.1.2 The need for a notion of observation

® A semantic relation will define an equivalence relation on the
language that should be understood

7]

For a specification language these
are defined with respect to a
notion of observation
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5.1.3 Definition of a notion of observation

May observe only external behavior

May observe that nothing bad

May observe that something eventually happens

May observe any potential behavior

May observe time with respect to a global clock

May our notion of observation be
implemented by a human being?

5.2 Pre-post specifications, The origins of refinement
5.2.1 Pre-post specifications

Pre-post specifications are based on the assumption-guarantee paradigm

— Integer division

var dividend, divisor, quotient, rest : Nat

Assumption about the state at the

pre divisor 7 0 moment the execution is initiated

post ( dividend = (quotient’ * divisor) + rest’ & Guarantee with respect td
s the state at the moment of
rest’ < divisor T e
5.2.2 Semantics of pre-post specifications 5.2.3 Refinement in pre-post
Legal Weakening pre Strengthening post
system
pre false pre true behavior
initially initially

post true at
termination

no
constraints

on state at
termination

constraint
on state at
termination

post false at
termination
post false at
termination

tz?al’ Tllegal

n tem
arbitrary Syster
behavior Eelaon
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5.2.4 Weakening the pre-condition (assumption) 5.2.5 Strengthening the post-condition (guaran-
tee)

= Integer division

var dividend, divisor, quotient, rest : Nat ~ Integer division

var dividend, divisor, quotient, rest : Nat

pre true

pre divisor £ 0
post

if divisor # 0 then .. . ..
visor # post ( dividend = (quotient’ * divisor) + rest’ ) &
( dividend = (quotient’ * divisor) + rest’ ) & rest’ < divisor . . .
. ) 0 rest’ < divisor & dividend’ = dividend &
else quotient’ =

divisor’ = divisor

5.3 STAIRS - Refinement in UML
5.3.1 Motivation
e Exploit classical theory of refinement in a practical UML setting
— From theory to practice, and not the other way around
e Sequence diagrams can be used to capture the meaning of other UML description techniques for behavior

e By defining refinement for sequence diagrams we therefore implicitly define refinement for UML

5.3.2 Traces for sequence diagrams summarized

e Traces for sequence diagrams are sequences for events

<el,e2,e3,ed,ed,el,e2,eb,............... >

An event represent either the transmission or reception of messages

— 7m - reception of message m

— !m - transmission of message m

Events are instantaneous

A trace may be finite

— termination, deadlock, infinite waiting, crash

A trace may also be infinite

— infinite loop, intended non termination
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5.3.3 Causality and weak sequencing
e Causality:

— a message can never be received before it has been transmitted

— the transmission event for a message is therefore always ordered before the reception event for the same

message
e Weak sequencing:

— events from the same lifeline are ordered in the same order as on the lifeline

5.3.4 Weak sequencing 5.3.5 These two diagrams are semantically the
same
sd W J
L L2 ) I
— =] e
| | | | | |
> ‘ ‘
\ |
| y |
=
\ |
<Ix,?x,ly,?y>
<Ix,ly,?x,?y>
5.3.6 Alternative composition 5.3.7 Parallel composition
sd A J sd P
L1 L2 L1 L2
I I I \
alt | | x | par) | X |
— = — — ] —7 —— —= _|
| |
N N
> ——
| | | |
5.3.8 Interaction overview diagram 5.3.9 Dinner
sd 0D [ ] ‘od Dinner a Salad as a starter
e
S seq (10 par W) seq (10 alt W) —_ and SideOrder in parallel
T T ‘ — sd Entree ° sd SideOrder Py m
o] ]
, o o
)
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5.3.10 Some potential positive traces of Beef

sd Beef
=

main dish please
turn on heat

heat is adequate

Refrigerator

fetch_meat()

fetch_meat():sirloin

H

put on grill (sirloin)

fetch_meat()

main dish:sirloin

5.3.12 STAIRS semantics: simple case

Each positive execution is represented by a trace
Each negative execution is represented by a trace

The semantics of a sequence diagram is a pair of sets

of traces (Positive, Negative)

are inconclusive

All other traces over the actual alphabet of events

5.3.13 Semantics of pre-post specifications

no

constraints
on state at

termination

Legal,

but

arbitrary

behavior

Legal
system
behavior

post true at
termination

Thlegal
system
behavior

5.3.15 STAIRS: supplementing

e Supplementing involves reducing the set of inconclus-
ive traces by redefining inconclusive traces as either

positive or negative

e Positive trace remains positive

e Negative trace remains negative

5.3.11 Potential negative Beef experiences

negative traces

sd Beef
Cook Stove
main dish please'——
turn on heat
fetch_meat()

puton gril (siroin)

veto

smell of burned meat |

main dish:sirloin

fetch_meat():sirloin U

Positive traces

Refrigerator

sof with French fries-.

rkey entree \

The execution does not stop even if the

5.3.14

Negative traces

Forgotten Sirloin /

S E{:med Sirloin/ -

"veto" occurs, it

finishes the execution

Positive

Inconclusive

Megative

pre=false pre=true

Comparing STAIRS with pre-post

assumption

post=true positive

inconclusive

post=false negative

Positive traces

Inconclusive traces |

Negative traces

29
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_Besf with French iri\e\\\

/ Turkey entree \ ’ /

/

guarantee

" Beefwith FF ™
Turkey entree \.

\ Forgotten Sirloin /
\

\\\\\Eurned Sirloin _~

Forgotten Sirloin
- Burned Sirloin



5.3.16 Refinement in pre-post

Strengthening post

Weakening pre

termination
termination

5.3.18 STAIRS: narrowing

5.3.17 Supplementing in pre-post

weakening the assumption

e Narrowing involves reducing the set of positive traces

by redefining them as negative
e Inconclusive traces remain inconclusive

e Negative trace remains negative

Le——|
= re=true .
pre=false P assumption
post=true positive
inconclusi guarantee
post=false negative
Indian Restaurant
Positive traces P - N N
in sets of traces / Beef .
Vegetarian . /
Pork | marrowing /' yegetarian Pork
\ >
Inconclusive traces \
\
7 I P —

Negative traces ~ -

5.3.19 Indirect definition: Refinement in STAIRS

e A sequence diagram B is a general refinement of a sequence diagram A if

A and B are semantically identical

— B can be obtained from A by narrowing

B can be obtained from A by supplementing

— B can be obtained from A by a finite number of steps

A—->Cl->C2—>....—>Cn—>B

each of which is either a supplementing or a narrowing
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5.3.20 Narrowing in pre-post
pre=false pre=true assumption
post=true positive
1‘ strengthening the
inconclusiv| guarantee
post=false negative guarantee
Is B a refinement of A?
sd A sd B
Ls | T | s | [ ]
e
C
b

A=<le,?e,1b,7b,le,7c > (t
B =<le,?e,le,?¢,1b,7b > (

)| <le, ?e,1b,1c,?b, 7¢ > (t2)
t4)|| <le, 7e,le,1b, 7¢, 7 > (t3)

[A] = (t1,%2,)
[B] = (t3,4,)
Is B a refinement of A?
sdA sd B
[ s | T Ls | [r |
e
b
[
. d |
k
f

Is B a refinement of A?

Is B a refinement of A?

sd A

Is B a refinement of A?
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sd B
\ s ] [r ]
e
b
c
sd B
T | s | [r ]
alt e
b
c
- """“H ______________
k
f
[B'] = t1,t2,t5,16
sd B
T Ls | L[]
e
b




6 Lecture 6: Refinement II
Outline

e Refinement summarized

e Inherent non-determinism (also called explicit non-determinism)

6.1 Refinement summarized

6.1.1 Supplementing

e Supplementing involves reducing the set of inconclus-
ive traces by redefining inconclusive traces as either
positive or negative

— Positive trace remains positive

— Negative trace remains negative

6.1.2 Narrowing

e Narrowing involves reducing the set of positive traces
by redefining them as negative

— Inconclusive traces remain inconclusive

— Negative traces remain negative

6.2 Direct definition of refinement

el Beef with French frie:

Turkey entree

Beef with FF
Turkey entree

Forgotten Sirloin
Burned Sirloin

Inconclusive traces

Forgotten Sirloin

Burned Sirloin

Negative traces

Indian Restaurant

Positive traces
in sets of traces ) Beef
Vegetarian
Pork

Inconclusive traces
Negative traces

narrowing Vegetarian Pork

e A sequence diagram B is a refinement of a sequence diagram A if

— every trace classified as negative by A is also classified as negative by B

— every trace classified as positive by A is classified as either positive or negative by B

6.3 Refinement formalized

An interaction obligation o’=(p’,n’) is a refinement of an
interaction obligation o=(p,n) iff (if and only if)

enCn’

e p CpUn’
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6.4 Inherent non-determinism

6.4.1 Underspecification and inherent non-determinism
e Underspecification: Several alternative behaviours are considered equivalent (serve the same purpose)
e Inherent non-determinism: Alternative behaviours that must all be possible for the implementation

e These two should be described differently

6.4.2 The need for both alt and zalt
e Potential non-determinism captured by alt allows abstraction and inessential non-determinism

— Under-specification
— Non-critical design decisions may be postponed
e Inherent or explicit non-determinism captured by xalt characterizes non-determinism that must be reflected in
every correct implementation in one way or another.
— Makes it possible to specify games
— Important in relation to security

— Also helpful as a means of abstraction

Example: an appointment system Restaurant example with both alt and
e A system for booking appointments used by e.g. xalt Entree menus must
dentists kL
e Functionality: | saomer2 ) \ L
— MakeAppointment: The client may ask for an [ sdEntree ]

appointment

— CancelAppointment: The client may cancel an
appointment

— Payment: The system may send an invoice mes-
sage asking the client to pay for the previous or

Meat may be either Beef or

an unused appointment, Pork, but menus need not have
both choices

Alt may in general be used to add (i.e. supplement) the same positive and/or negative traces to all interaction

obligations specified by xalt.
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xalt vs alt (1): CancelAppointment

. . . d C: | Appoi
¥ This specification has two 2 ="=Penmen

positive traces ‘ sy ‘ ‘ A

B Whether reception of
appointmentCancelled()
occurs before or after
sending of
appointmentSuggestion(...)
is not important AUNAEH ks AINNG

® Underspecification due to
weak sequencing

cancel(appointment)
appointmentCancelled()

appointmentSuggestion(time)

|
I
i
i
|
|
|
1
|
|
1
|
|
|
|
|
i
appointmentMade() |
1
|
|

xalt vs alt (3): DecideAppTime

¥ The system must be able Siceerine

to handle both yes() and ‘

Client ‘
no() as reply messages

‘ AppSystem

from the client

appointmentSuggestion(time)

® This is not xalt
underspecification

ves()

appointmentiade()

® Therefore the alternatives
are expressed by the xalt
operator

no()

noAppointment()

6.4.3 The pragmatics of alt vs xalt

xalt vs alt (2): MakeAppointment

sd MakeAppointment

m May ask for either a
specific date or a specific
hour of the day (e.g. in the
lunch break)

B The system is not
required to offer both
alternatives

B Underspecification if%
expressed by the alt
operator ‘ ‘

‘ :Client ‘ ‘ :AppSystem ‘

alt needApp(date)

needApp(hour)

1
I
|
L

DecideAppTime

xalt vs alt (4): CancelAppointment

B The condition for :
choosing errorMessage()
or
appointmentCancelled() is
not shown

‘ Client ‘ ‘ AppSystem

cancel(appointment)

errorMessage()

B Both alternatives should
be possible

B The choice is made by the
system : 1

T
i
|
I
|

xalt I
f
| appointmentCancelled()
|

ref
‘ 4 DecideAppTime

e Use alt to specify alternatives that represent similar traces, i.e. to model (underspecification)

e Use xalt to specify alternatives that must all be present in an implementation, i.e. to model

— inherent nondeterminism, as in the specification of a coin toss

— alternative traces due to different inputs that the system must be able to handle (as in DecideAppTime)

— alternative traces where the conditions for these being positive are abstracted away (as in Cancel Appoint-

ment on slide 12)

6.4.4 Semantics - general case

e The semantics of a sequence diagram without occurrences of xalt is a single interaction obligation

(p,n)

e The semantics of a sequence diagram with occurrences of xalt is a set of arbitrarily many interaction obligations

(pl,nl), (p2,n2), ..., (pK,nK)
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alt

Positive

J

( Inconclusive )

Negative

(

6.4.5 Notational convention

e For any sequence diagram d, [[d]] denotes its sematics

e We may think of [[ ]] as a function of the following
type

[ |: SequenceDiagram — Set of InteractionObligation

Informal illustration of
MakeAppointment

sd MakeAppointment

Inconclusive
Negative

Inconclusive
Negative

Inconclusive
Negative

Inconclusive
Negative

Inconclusive

Formal semantics of alt and xalt

B Alt combines interaction obligations:
m [[d, alt d,]] & {0,Wo, | 0,E[[d/]]1A0,E[[d,]]}
= Inner union of interaction obligations w:
u (p,n) W (py,n,) £ (p,Up,, n,Uny)
B Xalt results in distinct interaction obligations:

® [[d; xalt d,]] £ [[d,]] V [[d,]]

needipp(date) needApp{hour) Client AppSystem
everything else a!t everything eise ]
alt needAppidate)
seq
needApp(hour)
appSuggl(time -yes-appMade appSugg(time)-no-naApp
everylhing else everyihing else
ref
= DecideAppTime
needApp(date) |
needApp(hour) {
v else 1
sd DecideAppTime
seq
Client AppSystem
appSugg(time)-yes-appMade appSugg(time)-no-noApp :
—tventhingelsy everything else appointmentSuggestion(time)
= xalt yes()
appointmentMade()
\pp ppMads !
need, Mad appSugal A no()

everything else everything eise

noAppointment()
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7 Lecture 7: Refinement 111

Outline
e Weak sequencing
e Give guidelines on

— the use of operators (pragmatics of creating interactions)

* alt versus xalt
* specifying negative behaviour (refuse, veto, assert)
* seq

— refinement (pragmatics of refining interactions)

7.1 Weak sequencing

e Combine interaction fragments by seq

Definition of weak sequencing of trace sets:

$1 7 S denotes the set of all traces that may be constructed by selecting one trace t; from s; and one trace

to from sy and combining them in such a way that for each lifeline, the events from ¢; comes before the events

from to

Note: if s1 or s is empty then s; 7 so is also empty

e Remember: if the message hello is sent from Iy to lo, then the event 'hello occurs on [; and 7hello occurs on ls

7.1.1 Weak sequencing of trace sets

I
|

blue events on Bob

Red events occur on Alice,
I
|

hello s,
} goodbye } s
[ — 2

§; = §, s the set of positive
traces for the diagram

<lh,?h,!g,?g>
<!h,!g,?h,?g>
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7.1.2 Weak sequencing of interaction obligations
° Ppn)Z(Prn) £ (p,2p;, (0, Zp )V, Zn)U(p,Zny))
e Traces composed exclusively by positive traces become positive

e Traces composed with at least one negative trace become negative

7.1.3 Formal semtics of seq

o [d;seqd)]l £ {0,Z0,| 0,€[ld,]1N0,E[d,]]}

seq is the implicit composition operator

0; is shorthand for (p;, n;)

are used in the paper.

N ote sd CancelAppointment
Client AppSystem
cancel(appointment) followed by ' i .ys'
appointmentCancelled() followed by nothing cancel(appointment)
is negative

cancel(appointment) followed by
appointmentCancelled() followed
by the positive traces of Payment
is positive

alt | errorMessage()

T
|
i
L
i
1
T
xalt ! [ appointment < now + 24h |
|
;
i
L
i
H

refuse
appointmentCancelled()

i appointmentCancelled()

= A trace is not necessarily f

negative even if a prefix of it is ref Payment

negative 1
= The total trace must be i

considered when categorizing it :

as positive, negative or

inconclusive

[else]

7.1.4 The pragmatics of weak sequencing
e Be aware that by weak sequencing

— a positive sub-trace followed by a positive sub-trace is positive

— a positive sub-trace followed by a negative sub-trace is negative
— a negative sub-trace followed by a positive sub-trace is negative
— a negative sub-trace followed by a negative sub-trace is negative

— the remaining trace combinations are inconclusive

e Remember the definition:

@21 E (02D, (1, 2PV (n,2N)U(p;Zn5))
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7.1.5 opt and skip

o [loptd]] = [[skip alt 4]]

o [[skip]] £ {({<>},9)}

— A single interaction obligation where only the empty trace <> is positive and the set of negative traces

is empty

Specifying negative behaviour: refuse

= [[refuse d]] = {{}pun) | (p,n)E[[d]]} sd Heads )

= All interaction obligations in ’ Player ‘ ‘ Coin ‘
[[refuse d]] have empty positive sets

= This means that all interaction i fip ;:
obligations in [[d, seq (refuse d,)]] it i i
have empty positive sets {&:

— and the same applies to _—-t — — — — - —
[[(refuse d,) seq d,]] i
l

= [[Heads]] = {({<!f, ?f, Ih, ?h>}, {<!f, ?f, It, ?t>})}

Specifying negative behaviour : assert

= By using assert, all inconclusive traces | sdHeads )
are redefined as negative ’ Player ‘ ‘ Coin ‘
= This ensures that for each interaction
obligation, at least one of its positive ' flip i
traces will be implemented in the final i g
implementation assert |
I
* [lassertd]] £ {(p.nU(I\p)) | (p.m)E[[d]]} i~ heads |
| |
i i
1 I
1 I
1 I
| I

* [[Heads]] = {({<!f, 7, th, ?h>}, n)}
= n = all traces where the first event on the lifeline of Player is !f and the first
event on the lifeline of Coin is ?f except the trace <!f, ?f, th, ?h>

38

Specifying negative behaviour: veto

= [[veto d]] £ [[skip alt (refuse d)]]

sd Heads )

= ... which means that ‘ Player | ‘ Coin ‘
[Iveto d]] = {({<>},pUn) | (pUn)E[[d]]} | fip |
—
a E heads i

= [[Heads]] = {({<!f, ?f, Ih, ?h>, <If, 2>} , {<!f, ?f, It, ?2t>})}

sd DecideAppTime

From 0 to
4 iterations
(with seq
between)

Client ‘AppSystem

Negative behaviour

appointmentSuggestion(time)

loop {0...4}
veto appointmentMade() ‘

appointmentSuggestion(time)

appointmentMade() may not occur here

xalt J yes()

alt appointmentMade()

noAppointment() may not occur instead ]\L
of appointmentMade() here refuse

‘ noAppointment() ‘

no()
assert | noAppointment() ‘

INF5150 INFUIT Haugen / Stalen 13

noAppointment () is the only message
that may occur here




UNIVERSITY sd DecideAppTime

OF OSLO

()

veto or refuse?

Client AppSystem

appointmentSuggestion(time)

Toop {0...4} )
nol

= Should doing nothing be
possible in the otherwise
negative situation?

— If yes, use veto
— If no, use refuse

veto appointmentMade()

appointmentSuggestion(time)

yes()

alt appointmentMade()

It is OK to do nothing between no() and
appointmentSuggestion(time)

refuse
noAppointment()

-

no()

assert, noAppointment()

[ It is not OK to do nothing after yes() ]

7.1.6 The pragmatics of negation

e To effectively constrain the implementation, the specification should include a reasonable set of negative traces

when to use assert?

sd DecideAppTime

Sending noAppointment() is
the only acceptable
response to the no()
message at this point

Client

AppSystem

appointmentSuggestion(time)

loop {0...4)
no()

appointmentMade()

appointmentSuggestion(time)

yes()

alt appointmentMade()

refuse
noAppointment()
no()

assert, noAppointment()

e Use refuse when specifying that one of the alternatives in an alt-construct represents negative traces

e Use veto when the empty trace (i.e. doing nothing) should be positive, as when specifying a negative message

in an otherwise positive scenario

e Use assert on an interaction fragment when all positive traces for that fragment have been described (Use assert

with caution!)

7.2 The pragmatics of refining interactions

7.2.1 The use of supplementing 7.2.2

e Inconclusive trace are recategorized as either positive
or negative (for an interaction obligation)

e New situations are considered

— adding fault tolerance

— new user requirements

e Typically used in early phases
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Supplementing of interaction obligations

* (pn) ~,(p,n)) £ pSp’A nsn’

Supplementin

<
=

Positive

Inconclusive

Negative




Supplementing of specifications

" d d EVo€[[d]]:30°€[[d]]: 0~ 0°
= d’is a supplementing of d if

— for every interaction obligation o in [[d]] there is at least one interaction
obligation o’ in [[d’]] such that o’ is a supplementing of o

(l1]:

PN
N S S

M7 (H\eim))  (9B@m))  (I\psn))

1 ny n

7.2.3 The pragmatics of supplementing

sd DecideAppTime

ﬁ\ UNIVERSITY
' OF 0SLO

Example of supplementing

sd DecideAppTime

Client AppSystem

appointmentSuggestion(time)

xalt yes()

appointmentMade()

no()

noAppointment()

Positive  mmmp-
Negative mmmmp

e Use supplementing to add positive or negative traces to the specification

loop {0...4)
no()
> veto appointmentMade()
-
—
‘appointmentSuggestion(time)
xait | ves()
alt appointmentMade()
refuse
— noAppointment()
no()
assert noAppointment()
— ‘ £

‘ Client ‘AppSystem

appointmentSuggestion(time)

e When supplementing, all of the original positive traces must remain positive, and all the original negative

traces must remain negative

e Do not use supplementing on the operand of an assert (no traces are inconclusive in the operand)

Narrowing

Example of narrowing

* Reduce underspecification by redefining positive traces

as negative

= For example adding guards, or replacing a guard with a

stronger one
— traces where the guard is false become negative

* (pn)~, (p'n) € p’SpAn=nUpp’)
" 4 d EVo€[[d]]:do’E[[d]]): 0 ~, 0’

Positive

Inconclusive Narrowing

Negative

sd CancelAppolnlmenI/

sd CancelAppointment/

Client ‘ ‘ :AppSystem Client :AppSystem
|
cancel(appointment) | cancel(appointment)
i
xalt/ errorMessage() xalt | 3 [ appointment < now + 24h |

| errorMessage()
appointmentCancelled() :
T

| [else]
ref | appointmentCancelled()
DecideAppTime }
ref

‘ / DecideAppTime

T

or each operand, traces where the

=
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guard is false become negative

)




7.2.4 The pragmatics of narrowing

e Use narrowing to remove underspecification by redefining positive traces as negative

In cases of narrowing, all of the original negative traces must remain negative

e Guards may be added to an alt-construct as a legal narrowing step

Guards may be added to an xalt-construct as a legal narrowing step

Guards may be narrowed, i.e. the refined condition must imply the original one

7.2.5 The use of detailing

e Reducing the level of abstraction by structural decomposition (One or more lifelines are decomposed)
e The positive and the negative traces are the same, except that

— internal communication is hidden at the abstract level

— events occurring on a composed lifeline at the abstract level occur instead on one of the sub-component

lifelines

UNIVERSITY sd Payment
OF OSLO 7 ==

o
& <
Leccs

_— Clien ‘AppSystem
Example of detailing - o
)

|
} pleasePay(amount,appointment
r
|
|
|

pay(cardData,amount,appointment)

|
|
|
|
|
|
|
~1
'
|
|
|
|
T
|
|

assert paid(amount,appointment)

i
|
T
|
|

sd Payment Components of
AppSystem
‘ :Client ‘ :Billing ‘ :Calendar ‘
needPay(appointment) <,/f I n ternal

pleasePay(amount,appointment)

\L communication

pay(cardData,amount,appointment)

T
T
|
1
L
1
1
|
1
1
1
=
4
1
|
L
1
|
1
1
1
1

assert paymentReceived(appointment)

paid(amount,appointment)

T
|
|
|
|
|
|
|
|
|
|
)
1
|
J
1
|
|
|
|
|
L
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7.2.6 The pragmatics of detailing
e Use detailing to increase the level of granularity of the specification by decomposing lifelines
e When detailing, document the decomposition by creating a mapping L from the concrete to the abstract lifelines

e When detailing, make sure that the refined traces are equal to the original ones when abstracting away internal

communication and taking the lifeline mapping to account

7.2.7 The use of general refinement
e A combination of supplementing, narrowing and detailing (not necessarily all three)
e Allows all positive traces to become negative, while previously inconclusive traces become positive

e To ensure that a trace must be present in the final implementation we need an interaction obligation where all

other traces are negative

7.2.8 The pragmatics of general refinement
e Use general refinement to perform a combination of supplementing, narrowing and detailing in a single step

e To define that a particular trace must be present in an implementation use xalt and assert to characterize an

obligation with this trace as the only positive one and all other traces as negative

General refinement (of sets of interaction obligations) Compositionality
" dovd ©Voe[[d]]:d0°€[[d]]: 0 ~ o’
= d’is a general refinement of d if

. . o . . — reflexive: d~d
— for every interaction obligation o in [[d]] there is at least one ¢ HiVE: dond A drooed” > doved”
interaction obligation o’ in [[¢]] such that 0’is a general - lransitive: A = ]
refinement of o — the operators refuse, veto, alt, xalt and seq are monotonic w.r.t. ~ :
. . . . v dwd’ fuse d ~ refuse d’
» New interaction obligations may also be added |7 relused retuse
i L = d~d’ = vetod ~ vetod
— that do not refine any obligation at the abstract level v dye d A dye dy = dyaltdy - d, alt dy’
= d~dNdy~ dy = dpxaltd, ~ d) xaltd,”

= A refinement operator ~ is compositional if it is

[[410: * dy~d A dy~ dy > d;seqd,~ d,’seqd,’
= Transitivity allows stepwise development
= Monotonicity allow different parts of the specification to be refined
P; separately
[[d7: ( ﬁ\(PI'Un/)) ( ﬂ\(pg'unz')) ( 7{\(p3'un3')) = Supplementing, narrowing, detailing, general refinement and limited
- n, n, ny refinement are all compositional ©
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8 Lecture 8: Security Risk Assessment I

Lecture overview

e What is security?

e What is risk?

e What is risk management?

8.0.1 What is Security Risk Assessment?

e What is the relationship to cyber security?

e What is CORAS?

Security risk assessment is a specialized form of risk assessment focusing on security risks

8.1 What is Security?

What is Security?

-

’ confidentiality

‘ ‘ integrity

| ‘ availability

‘ ’ accountability

G

{}

{}

{}

Only
authorised
actors have
access to
information

Only authorised
actors can
change, create
or delete
information

Authorised
actors have
access to
information
they need when
they need it

Itis possible
to audit the
sequence of
events in
the system

8.1.2 Security should not be an "afterthought"

e Security issues solved in isolation

e Costly redesign

e Security not completely integrated

8.2 What is Risk?

8.1.1 Security is more than Technology

e What good is security if no one can use the systems?
e Requires more than technical understanding

e Incidents often of non-technical origin

e Requires uniform description of the whole

— how it is used, the surrounding organisation,
etc.

Two categories of risk assessment: offensive and defensive risk assessment

Many kinds of risk

e Contractual risk

e Economic risk

e Operational risk

e Environmental risk
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Health risk

Political risk

e Legal risk

Security risk



8.2.1 Definition of Risk from ISO 31000

Risk: Effect of uncertainty on objectives

NOTE 1 An effect is a deviation from the expected — positive and/or negative

NOTE 2 Objectives can have different aspects (such as financial, health and safety, and environmental goals)

and can apply at different levels (such as strategic, organization-wide, project, product and process)

e NOTE 3 Risk is often characterized by reference to potential events and consequences, or a combination of
these
e NOTE 4 Risk is often expressed in terms of a combination of the consequences of an event (including changes
in circumstances) and the associated likelihood of occurrence
e NOTE 5 Uncertainty is the state, even partial, of deficiency of information related to, understanding or know-
ledge of an event, its consequence, or likelihood
8.3 What is Risk Management? - P
Risk management: Coordinated activities to direct and H{ Establish the context F
control an organization with regard to risk \L
= ‘l Identify risks I/
g ! ] gl | 3
il
% >|I Estimate risks }eé > E
l i |
3 | Evaluate risks |
7 | I
U
%{ Treat risks }%

8.3.1 Risk Assessment involves

— -

\( )
Establish the context %’

[

I

o |
Identify risks
b

l
}

te risks

l
M

Determining what can happen, why and how

Systematic use of available information to determine
the level of risk

Prioritization by comparing the level of risk against
predetermined criteria

risks

—V Vv _L\

Communicate and consult
Risk assessment
t
V/
Monitor and review

Selection and implementation of appropriate options
for dealing with risk

.

Vv

Treat risks

K|
1
= NG L

L
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Terms

(/‘ Asset Vulnerability

&y

Reduced risk Infected PC

Threat Computer running Outlook Unwanted
incident

- Infected lwu:e per year

Risk - Infected mail send to all
R contacts
Worm
5N
Install virus scanner
O
S

Need to introduce risk treatment

8.4 Cyberspace, Cybersecurity and Cyber-risk

What is new with "cyber"?

Cyberspace: A cyberspace is a collection of interconnec-
ted computerized networks, including services, computer
systems, embedded processors and controllers, as well as ZF

System

information in storage or transit.
Cyber-system: A cyber-system is a system that makes

makes use of p

use of a cyberspace Cyber-system Cyberspace
Cyber-physical system: A cyber-physical system is a

cyber-system that controls and responds to physical entit-

ies through actuators and sensors. ZF

Cybersecurity: Cybersecurity is the protection of cyber-
systems against cyber-threats

Cyber-threat: A cyber-threat is a threat that exploits a
cyberspace

Cyber-risk: A cyber-risk is a risk that is caused by a
cyber-threat

Cyber-physical
system

8.4.1 Summary

Malicious Non-malicious

cyber-risk cyber-risk
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9 Security Risk Asessment Using CORAS

Overview
e What is CORAS? e Semantics
e Main concepts e Calculus
e Process of eight steps e Tool support
e Risk modeling e Further reading

9.0.1 The CORAS method
e Asset-driven defensive risk analysis method
e Operationalization of ISO 31000 and ISO 27005 risk analysis process in 8 steps
e Detailed guidelines explaining how to conduct each step in practice

e Modeling guidelines for how to use the CORAS language

9.0.2 The 8 Steps of the CORAS Method 9.1 Main Concepts

" Treat ™
‘Rlsk evaluation | K Vulnerablllty Party
Assess using risk diagrams | IS 6
risk
. Risk identification s I4
Establish using threat diagrams
context
Risk treatment using
treatment diagrams
o
N on & ﬁ‘ Risk estimation using i Likelihood I !
feparation for threat diagram: | ikelihoo |
- IF s ap— |
i | incident .
\ Lo-
Approval of target | Consequence i
description ' * |
| 1
'
1
1

Refining the target description Treatment

using asset diagrams

Customer
presentation of target

9.1.1 Definitions
e Asset: Something to which a party assigns value and hence for which the party requires protection

e Consequence: The impact of an unwanted incident on an asset in terms of harm or reduced asset value

Likelihood: The frequency or probability of something to occur

Party: An organization, company, person, group or other body on whose behalf a risk analysis is conducted

e Risk: The likelihood of an unwanted incident and its consequence for a specific asset
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to or reduce the value of an asset

9.2 Risk Modeling

The CORAS language consists of five kinds of diagrams

e Asset diagrams

e Threat diagrams

Risk diagrams

Treatment diagrams

Risk level: The level or value of a risk as derived from its likelihood and consequence
Threat: A potential cause of an unwanted incident

Treatment: An appropriate measure to reduce risk level

Unwanted incident: An event that harms or reduces the value of an asset

Vulnerability: A weakness, flaw or deficiency that opens for, or may be exploited by, a threat to cause harm

Example: Threat Diagram

Consequence

\ /Asset

Hacker gets E
= 0.1 access to server | high ‘
Hacker unlikely] C Jentiali
Likelihood N of information
Virus creates high
Threat X back door to 4
rver is infected server. Integrity of server
by, computer virus [possible]

[possible] 02

e Treatment overview diagrams goes down
Computer Vipis protection [unlikely] i
. . . . virus not up to date '\ of server
Each kind supports concrete steps in the risk analysis pro- - Threat scenario  Unwanted
Vulnerability o
cess incident
In addition there are three kinds of diagrams for specific
needs
e High-level CORAS diagrams
e Dependent CORAS diagrams
e Legal CORAS diagrams
9 M 3 S emant iCS Server is infected
by computer virus
. . [possible]
e How to interpret and understand a CORAS diagram? Example ]
Computer Virus protection Availability
= Elements virus notup to date of server

e Users need a precise and unambiguous explanation

of the meaning of a given diagram

e Natural language semantics

= Computer virus is a non-human threat.

= Virus protection not up to date is a vulnerability.

= Threat scenario Server is infected by computer virus occurs with
likelihood possible.

= Unwanted incident Server goes down occurs with likelihood unlikely.

= Availability of server is an asset.

— CORAS comes with rules for systematic trans- * Relations
. . . . . = Computer virus exploits vulnerability Virus protection not up to date to
latIOIl Of any dlagram into sentences in Enghsh initiate Server is infected by computer virus with undefined likelihood.

e Formal semantics

9.3.1 Ceriticism from System Developers

The CORAS language is too simplistic
It is too cumbersome to use graphical icons

= Server is infected by computer virus leads to Server goes down with
conditional likelihood 0.2.
= Server goes down impacts Availability of server with consequence

high.
9.3.2 Criticism from Risk Analysts

What’s new with the CORAS language?
We have been using something similar for years, namely
VISIO!
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10 Lecture 9: Security Risk Assessment II

Lecture overview
e CORAS exeplified
e Walkthrough of the 8 steps based on the ATM example

e Calculation of frequencies

10.1 The 8 steps of the CORAS method

Risk evaluation Treat
Assess using risk diagrams | sk

risk
) Risk identification s
Establish

using threat diagrams

context ) )
s Risk treatment using
Refining the target description treatment diagrams
using asset diagrams od
. s Risk estimation using
Preparation fgl threat diagrams
the analysis
t Approval of target
description

Customer
presentation of target

10.1.1 Step 1: Preparation for the assessment
Objectives
e Obtain information about the customer, purpose and domain of assessment
e Decide size of assessment
e Ensure customer is prepared
e Practical organization of analysis
Interaction between the customer and the analysis team
e By mail, phone or face-to-face
Preliminaries
e Customer is a national air navigation service provider

e The customer decides on an assessment of 250 person-hours
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Target of risk assessment Air Traffic Control (ATC)

e The role of the Air Traffic Controllers (ATCOs) in e Maintain horizontal and vertical separation among
the process of arrival management aircrafts and possible obstacles

e Information provisioning e Limited interaction with the external world

e Compliance (respect to privacy, air traffic, national e Humans at the centre of decisions and work process
laws etc.)

10.1.2 Step 2: Customer presentation of target

’

~ \ -
B \ e Radar Sensors
- \ | / = -
~| Surveillance Surv., Sensor <=~ I
/
/

’

Objective [ Airport Operator ] [ CFMU ] [ Air Defence Unit ]
[ A ]
. . : : ! Vg -PSR/SSR
e Obtain understanding of what to assess \\ : b -
~ 1 4
1

e Identify focus, scope and assumptions

Face-to-face between the customer and the assessment
team

’

e Present CORAS terminology and method

e Collect as much information as possible

10.1.3 Step 3: Refine target description using asset diagrams
Objective

e Ensure common understanding of target including scope, focus and assets
Face-to-face meeting

e Assessment team presents their understanding of the target

e Assets are identified

e High-level assessment
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Target Description

Asset: Something to which a party assigns value and
hence for which the party requires protection

Assumption: Something we take as granted or ac-
cept as true (although it may not be so)

Context of assessment: The premises for and the
background of a risk assessment, including its pur-
poses

Environment of target: The surrounding things of
relevance that may affect or interact with the target;
in the most general case, the rest of the world

Focus of assessment: The main issue or central
area of attention in a risk assessment

Party: An organization, company, person, group or
other body on whose behalf a risk assessment is con-
ducted

ATM target description

Conceptual overview using UML class diagrams

Activities using UML structured classifier and activ-
ity diagrams

Direct assets are assets that may be harmed directly by
unwanted incidents

Indirect assets are only harmed if one of the direct
assets are harmed first

Non-repudiation:
- A service that provides proof of integrity and origin of

data

- An authentication that can be said to be genuine with
high confidence.
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Assumption Context

. . 3 1.* ]
1 1 1 * 1.*

Targetof |* 1.*

Departement of

Environment assessment Asset
within
1 1
Scope dpart of Focus

Scope of assessment: The extent or range of a
risk assessment. The scope defines the border of the
assessment, in other words what is held inside of and
what is held outside of the assessment

Target of assessment: The system, organization,
enterprise, or the like that is the subject of a risk
assessment

ATM Example: Target Description

class ATM

Flight Data
Processing
System
Aeronautical =
Operational __|
Information -
System pl i\
Area Control p +ACC network (3 '
Centre 7 T
network 0 !

: OPS room[1..*]——1: Adjacent ATS unit[']

4 b X

Operation

room

Adjacent
Location of Air Traffic Air Traffic System
Controllers (ATCOs) unit

Direct and indirect asset example

Informatics £ $ - $

Reputation Non-repudiation

Accountability

é

Availability

Confidentiality

Integrity



ATM Example: Target Description ATM example: Asset identification

Arrival management tasks [ )

Aircraft data analysis for

starting the sequence

creation
v 1 ™
Controlling the aircraft in Sequence finalization
the sector
T /

Clearances to the
aircraft for building the
planned sequence

Progressive transfer of

the whole sequence to
the adjacent sector

ATM Example: High-level analysis

e Threat, vulnerabilities, threat scenarios and un-
wanted incidents are identified in a brainstorming
session

e Identify biggest worries and increase understanding
of focus and scope

10.1.4 Step 4: Approval of Target Description
Objective
e Ensure target description is correct and complete
e Ranking of assets
e Scales for risk estimation

e Risk evaluation criteria
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e Assets are the values the parties of the analysis wants

to protect

e Identified assets are presented in CORAS asset dia-

grams
4 ﬁ I
ATM service $
provider Compliance
Availability of Availability of
arrival aircraft position
sequences data

= /

¢ 2]

A @

o

Who/what causes it?

How? What is the scenario or
incident? What is harmed

What makes it possible?

Component failure;
power loss

Provisioning of information to
ATCO fails due to loss of CWP
(Controller Working Position)

Insufficient CWP maintenance

Software error

The consolidation of data from
several radar sources fails

Lack of redundant aircraft
tracking systems

Component failure; radar
disturbance

Malfunctioning of radar antenna;
loss of aircraft tracking

Insufficient radar
maintenance

Software bugs

False or redundant alerts from
safety tool

Insufficient software testing

Face-to-face meeting

e Structured walk-through of target description

e Plenary discussion of assets, scales and criteria




Consequence Scales ATM Example: Consequence scale

The same consequence scale applies to the two direct

e One consequence scale for each asset is defined availability assets

- -

— Note: Sometimes one scale applies to several . —_— The consequence

< A < ilbeEsEEl and likelihood
assets Major Abrupt maneuver required scales are partly

— based
. . . . Moderate ::c;\ﬁgnfrom large reduction in r:::ire‘r)vr\‘ents and
e Consequences can be qualitative or quantitative MG ,nc",easingwork,oad of ATCOS o piots advisory material
provided by

Insignificant No hazardous effect on operations EUROCONTROL

e Scales can be continuous, discrete or with intervals

Consequence Description
Completely compromised | All private information leaked
and disptributed to everyone

Catastrophic All private information leaked to
Consequence Scale example for privacy one entity

Major Identify theft

Moderate personal information lost

Minor Basic information lost

Insignificant no information lost

Likelihood Scales ATM Example: Likelihood Scale

e One likelihood scale is defined

— The scale is used for all unwanted incidents and Description
threat scenarios Certain A very high number of similar occurrences already on record; has
occurred a very high number of times at the same location/time
. . Likely A significant number of similar occurrences already on record; has
L4 leethOdS can be occurred a significant number of times at the same location
. . . . Possible Several similar occurrences on record; has occurred more than once
— Qualitative or quantitative at the same location
e . Unlikely Only very few similar incidents on record when considering a large
— Probabilities or frequen(jles traffic volume or no records on a small traffic volume
Rare Has never occurred yet throughout the total lifetime of the system
e Scales can be continuous, discrete or with intervals
ATM Example: Risk Evaluation Qualitative scale types:
Criteria e Nominal Scale
Consequence
Insignificant Minor Moderate Major Catastrophic ° Ordinal Scale
,§ Rare
Unlikel:
E o Interval Scale
] Possible
= Likely .
Certain e Ratio Scale

= High risk: Unacceptable and must be treated
= Medium risk: Must be evaluated for possible treatment
= Low risk: Must be monitored
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10.1.5 Step 5: Risk Identification using Threat Diagrams
Objective

e Identify risk: where, when, why and how they may occur
Workshop conducted as a brainstorming session

e Involving people of different background

e Assets and high-level analysis as starting point

e Threats, threat scenarios, vulnerabilities and unwanted incidents documented on-the-fly using threat diagrams

ATM Example: Risk Identification ATM Example: Risk Identification

ATCO fails to comply
with arrival management
procedures

Delays in sequence 6
provisioning
Availabilty of

arrival
sequences

/\
Technician shuts off
power during
maintenance

Insufficient
awareness of
procedures

Technician

The consolidation of
data from several radar
sources fails.

Technical
failure Insufficient
redundancy of
aircraft tracking

systems

Degradation of
aircraft position data

Loss of radar signal
in MRT

Availability of
aircraft position
data

10.1.6 Step 6: Risk Estimation Using Threat Diagrams
Objective
e Determine the level of identified risks

Workshop

Involving people of different background

Walk-through of threat diagrams

e Consequence estimates on relation between unwtanted incidents and assets
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Reduction of
precision and coverage of
aircraft tracking

Likelihood estimates on threat scenarios, unwanted incidents and relations between them

Information
provisioning partly
fails due to loss of
functionality of

some CWPs

Availability of
aircraft position
data




ATM Example: Risk Estimation

ATCO fails to comply
‘with arrival management
procedures
[rare]

Delays in sequence
provisioning
[possible]

he consolidation of
data from several radar

Creation of false

sources fails alarms Availability of
[possible] [possible] arrival
Software p el

Degradation of
aircraft position data
[unlikely]

ity of
aircraft position

ATM Example: Risk Estimation

/N

Technician shuts off

pouer cung Coss o powerin
maintenance "
4 [possible]
Technician Insufficient [rare]
awareness of

procedures
Information

provisioning partly
fails due to loss of
functionality of
some CWPs
[possible]

Reduction of
precision and coverage of
aircraft tracking
[likely]

Availability of
aircraft position
data

Technical
failure Insufficient
redundancy of
aircraft tracking

systems

{oss of radar signal
in MRT

unlikely]

10.1.7 Step 7: Risk Evaluation Using Risk Diagrams

Objective

e Determine which risks are unacceptable and must be evaluated for treatment

Off-line activity
e Calculate risk levels from estimates
e Present risks in risk diagrams
Assess potential impact of identified risk
e Risks that accumulate

e Risks with respect to indirect assets

ATM Example: Indirect Assets ATM Example: Risk Diagrams

Delays in sequen minor

provisioning

[possible] Availability of

arrival insignificant
sequences
Degradation of moderate minor
aircraft position data
[unlikely] ,
Compliance

aircraft position

Information
provisioning partly
fails due to loss of
functionality of
some CWPs
[possible]

Availability of
aircraft position
data
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R1: Delays in
sequence provisioning

[low]

R2: Degradation of
aircraft position data
[medium]

Tsc@N R3: Information provisioning

partly fails due to loss of
functionality of some CWPs

Availability of
arrival
sequences

ity of
aircraft position
data

é

i [medium] Availability of
aircraft position
data

Technical
failure



ATM Example: Risk Diagrams ATM Example: Risk Evaluation
A Consequence

R4: Delays in Insignificant Minor Moderate Catastrophic
sequence provisioning
[low] '8 Rare
] Unlikely R5 R2
St - S| Possible  |R4 R1, R6 R3
error R5: Degradation of X
ﬁg;r]an position data P - Likely
Compliance Certain
ec@h R6: Information provisioning / . . . .
o party s duo ploseof = Risk levels are calculated using the risk matrix
owl = The risk matrix moreover serves as the risk
Technical evaluation criteria

10.1.8 Step 8: Risk Treatment Using Treatment Diagrams

Objective ATM Example: Treatment Diagram

e Identify cost effective treatments for unacceptable

e G ERD
K technicians / redundancy
Workshop with brainstorming session ' A A

R3: Information

Technician shuts off
power during

Loss of power in
OPS room

maintenance

. . P ’ [possible] provisioning partly fails
e Involving people of different background Teeian 1ot ™ rtonay ot some
procedures CWPs Availability of

Reduction of
precision and coverage of
aircraft tracking
[likely]

[medium] aircraft position
data

A

R6: Information
provisioning partly fails
due to loss of
functionality of some

s

e Walk-through of threat diagrams

Malfunction of radar

/N
{oss of radar signal
in MRT
[unlikely]

e Identify treatments to unacceptable risks

Technical
failure.

Insufficient

redundancy of v

aircraft tracking >
systems >

Compliance
flow]

N
\

mplement redundant
aircratt tracking

10.2 Frequency calculation

CORAS relation Frequency of vertex

JII) : (}}22) v(f)

vertex v1 is either a threat scenario or an unwanted incident

vertex v2 is either a threat scenario or an unwanted incident the vertex v occurs with frequency f

f1, f2 are frequencies
ris a conditional ratio

Given f1 and r, what do we know about f2?
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Conditional ratio of relation Occurrences due to

v Ml v2

an occurrence of vertex v will lead to
an occurrence of vertex v' with the vertex representing
conditional ratio r occurrences of vertex v2 that are
due to an occurrence of vertex v1

Aggregation Leads-to rule

If v1 occurs with frequence f and v1 leads-to v2 with
consitional ratio r, then the number of occurrences of v2 due
to v1 is f multiplied by r

e Hbvo(f) HFo 5o
HEwvwriv(f-r)

the vertex representing an
occurrence of vertex v1 or an
occurrence of vertex v2

CORAS initiate relation Initiate rule

] 2 If v1 initiates v2 with frequency r, then the number of
v r U‘: ) occurrences of v2 due to vl isr

Special case of the leads-to rule

vertex v1 is a threat r
vertex v2 iis either a threat scenario or an unwanted incident H }_ ,-Ul s ’UQ

r, f are frequencies
HEFEv v 1)

Given r, what do we know about f?

Aggregation rule

v1 occurs with frequence 1

v2 occurs with frequence f2

an occurrence of v1 cannot be an occurrence of v2

an occurrence of v2 cannot be an occurrence of v1
then

v1 or v2 occurs with frequency f1+f2

HbEwo(fi) HEwnlf) s(v)ns(n) =29
HE o Uwn(fi + f)
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11 Lecture 10: Security Risk Assessment III

Overview

e Consequence calculation

Three perspectives on change

Risk graphs with change

CORAS instantiation

Practical example

11.1 Consequence calculation
11.1.1 Pre-requisite

Not possible unless the relevant consequence scales have been concerted into a common scale. In the following we

assume consequence is measured in terms of

Average loss inn EURO per occurrence

11.1.2 Rule of aggregation of consequence

IF
e incident v1 occurs with frequency f1 and consequence cl
e incident v2 occurs with frequency f2 and consequence c2
e incident vl and incident v2 are separate

THEN

e the aggregated incident occurs with consequence (fl1*c1+{2*c2)/(f1+£2)
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11.2 Three perspective changes

. Planned Unplanned
Revolution 5 .
revolution revolution
Evolution Plannled Unplanped
evolution evolution

B
Proactive Reactive

1. The maintenance (a posteriori) perspective
2. The before-after (a priori) perspective

3. The continuous evolution perspective

11.3 Risk Graphs with Change

Vertex before v Two views on risk graphs with change
ertex

before-after Before

(W PIPS
PP

7 j
A IPIP)

Vertex after

After Sope

G L > i
b A P Ly

sl
P y

11.4 CORAS Instantiation

0 ]
R

V3
[P)/[P3]
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11.5 Practical Example: ATM
11.5.1 Changes

Current characteristic of ATM
e Limited interaction with external world
— Limited security problems in relation to information flow to and from the environment
e Humans at the centre
— Limited role of automated decision support systems and tools
Change in European ATM
e Intoduction of new information systems and decision support systems

e Reorganization of services

11.5.2 Target of Analysis

Arrival management and the role of air traffic controllers (ATCOs) in the area control centre (ACC)

The introduction of AMAN and ADS-B

e Arrival manager (AMAN) is a decision support tool for the automation of ATCO tasks in the arrival manage-

ment

e Automatic Dependent Surveillance-Broadcast (ADS-B) is a cooperative GPS-based surveillance technique

where aircrafts constantly broadcast their position to the ground and to other aircrafts

11.5.3 Focus of Analysis

e Before changes:

— Information provision (availability)

— Compliance with regulation
e Additional concerns after changes:

— Information protection (confidentiality)
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Target Before

Arrival management tasks t
Aircraft data analysis for
starting the sequence
creation
Controlling the aircraft in Sequence finalization
the sector

Clearances to the
aircraft for building the
planned sequence

Progressive transfer of

the whole sequence to
the adjacent sector

Assets Before-After

€

ATM service

provider Compliance - Airlines’ trust
S
A n .
Availabilty of ~ Availability of  Confidentiality
amival aircraft positon ~ of ATM
sequences data information

= Party remains the same under change

= Direct asset Confidentiality of ATM information is
considered only after changes

= |ndirect asset Airlines’ trust is considered only after
changes

Likelihood Scale

Certain
Likely
Possible
Unlikely

Rare

A very high number of similar occurrences already on record; has
occurred a very high number of times at the same location/time

A significant number of similar occurrences already on record; has
occurred a significant number of times at the same location

Several similar occurrences on record; has occurred more than
once at the same location

Only very few similar incidents on record when considering a large
traffic volume or no records on a small traffic volume

Has never occurred yet throughout the total lifetime of the system
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Target After

Arrival management tasks

Acquisition of the AMAN
provided sequence
Controlling the aircraft in AMAN SELEED
the sector munlt‘onngl and
verification

Clearances to the
aircraft for building the
planned sequence

Progressive transfer of
the whole sequence to
the adjacent sector

Consequence Scales

Confidentiality

Availability

Catastrophic Loss of data that can be
utilized in terror

Catastrophic  Catastrophic accident

Major Data loss of legal Major Abrupt maneuver
implications required

Moderate Distortion of air Moderate Recovery from large
company competition reduction in separation

Minor Loss of aircraft Minor Increasing workload of
information data ATCOs or pilots

Insignificant Loss of publically Insignificant No hazardous effect on
available data operations

Risk Evaluation Criteria

Consequence
Insignificant Minor Moderate Major Catastrophic
3 Rare
S Unlikely
g Possible
= [ Likely
Certain

= High risk: Unacceptable and must be treated
= Medium risk: Must be evaluated for possible treatment
= Low risk: Must be monitored

Note: Also the evaluation criteria may change



11.6 CORAS Step 5 - Risk Identification

Before

Before-After

ATCO fails to comply
with arrival management
procedures

Technical @

ATCO fails to comply
with arrival management
procedures

Lack of

N Delays in sequence
awareness . . , provisioning s

/" The consolidation of
>{ data from several radar

- vy s Availability of
Software sources fails /T @ ¢ ATCO fails to comply el
Delays in sequence error with AMAN sequence / sequences
The consolidation of . provisioning % g
data from several radar Creation of false Availability of owe .
sources fails arrival
Software sequences Surveillance "~}
error 7 :
/
/
k. -
Degradation of “ADS-B transponders . . ...y, Degradation of
of labels aircraft position data >/ not transmitting correct | - alrcraft position data
cwp - Availability of information Vi o 1] Avalilability of
aircraft position transponder - aircraft position
data

Spoofing of
7, ADS-Bdata

Attacker Dependence on

S . ; Critical aircraft position data
> Eavesdropping ADS-B 2
broadcasting L communication > ::;Z to unauthorised third

Confidentiality
of ATM
information

11.7 CORAS Step 6 - Risk Estimation

Before

Before-After

ATCO fails to comply
with arrival management '@D
procedures Technical ) ATCO fails to comply
[rare] room -

with arrival management
procedures
[rare]

Creation of false ™,

o alarms
_,A [possbile}/[unlikely]

-
3 - Lack of ™ Del: T\, minor/
p e A / X Delays in sequence 71\ 10
#The consolidation of ™, awareness - b / rovisionin, .
5/ data from several radar *

7 [possible}/[unlikely]

" sources fails ~'ATCO fails to comply ™, .~ ; Availabillty of
Delays in sequen Sﬂe%arrs . [possible}[possible]. i A with AM[AN s]squsnoe se::;‘a‘:e .

- - - rare] /

he consolidation of Creation of falss provisioning > Duplication of labels ™ " -
data from several radar I [possible] Availability of [Dossb\\E]/[DDSSIbIe] A
sources fails i al ar(rgls ] " atly L ! - . .
Software [possible] possioe. armv Surveillance .
error

/

/ ) s

. . A
Degradation of 7" _“ADS-B transponders" ¥ Degradation of ";g minor/
aircraft position data > not transmitting correct - > aircraft position data minor.
Duplication of labels [possible] ADSH i, information 7 [possiblelpossible] vailability of
[possible] / y of wransponder .. Wheil aircraft position
aircraft position S—— data
data
~"'Spoofing of ™,
ADS-B data
[rare] ./
N 3z
—_— - Critcal aircraft position daid’!
Attacker Dependence on Eavesdropping ADS-B ™, leakes to i third major
broadcasting communication parties
[certain] [rare] Confidentiality
- 5 of ATM
information
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11.8 CORAS Step 7 - Risk Evaluation

Indirect Assets

= Before-After
Delays in sequenc:;%g mi

provisioning
[possible]/[unlikely]

% minor/

minor

Degradation of H
aircraft position data

arrival
sequences

insignificant/
insignificant

minor/

[possible]/[possible]

of

aircraft position
data

Critical aircraft position dag‘§

leakes to unauthorised third

major

moderate ;

parties
[rare] Confidentiality Airlines’ trust
.. of ATM
information

Risk Diagram

= Before-After

> sequence provisioning

ViN

R1: Delays in

[low]/[low]

Availability of
Software arrival
error Eé sequences
E fl R2: Degradation of
- aircraft position data
ADS-B 7, llow)/[low] Availability of
transponder aircraft position
data

A

Attacker

R3: Critical aircraft
position data leakes to
unauthorised third parties
[medium]

Confidentiality

of ATM
information
Risk Di Treatment Diagram
mplement backup o7
= Before-After e o)
- B f ft Fe . the transponder ./
/ e -
efore-After A . i A
~“ADS-B transponders™, R2: Degradation of
N i NOE transmitting correct *..  aircraft position data !
- - 1 information .7 llow}/flow] I Availability of
[@j Ra: Delaysin oS8 Tikah] e it postion
quer S
| [low]/[low] §
eror / “Spoofing of . h
T Implement encrypt
of ADS-B signals
o ) - " [R3: Crical aircraft
R5: Degradation of Attacker Dependence / ition data leakes to
aircraft position data i~ broadcasting VN o/ 7 Unauthorised fi?meiames .
ADSB low}/flow] ..y Bavestropping ADS ¢ Imedium) Confidentaty
ransponder mcaton information
R6: Critical aircraft ~ SJSI:I:::K;‘ZI:::;L“
position data leakes to unauthorised third parties
unauthorised third parties [moderate]
[low]
R7: Critical aircraft
position data leakes to
unauthorised third parties
[moderate] Airlines’ trust
Risk Evaluation
Consequence
Insignificant Minor Moderate Major Catastrophic
Rare R6 R7
3
S| Unlikely R4 R1
2 | Possible R4 R1,R2, RS
i
Likely
Certain

= Legend:

Italic denotes risk before
Bold denotes risk after
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12 Lecture 11: Uncertainty, Subjectivity, Trust and Risk How It All Fits

Together

Overview

e Uncertainty

Subjectivity versus Objectivity

Risk Management

Trust Management

e Trust versus Risk

The Three Focal Points of Trust Management

12.1 Uncertainty

Epistemic uncertainty: Uncertainty due to ignorance and lack og evidence.

Aleatory uncertainty: Uncertainty due to inherent randomness of systems.

We try to reduce the epistemic uncertainty with risk assesment.

12.2 Subjectivity versus Objectivity

Subjective: pertains to the subject and how the subject perceives an object; depends on the subject’s perception

associated with the false and the possibility of wrong perceptions.

Objective: pertains to the existence of an object outside the consciousness and independent of the subject’s perception

of the object; associated with the true and the factual reality.
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12.3 Risk Management

risk management = coordinated activities to direct and S { )

control an organization with regard to risk ISO 31000 -
Establish the context
l
| . L
= Identify risks
g 1 N
5 \L 2l | 3
(3] S =
2 £ e
@ @ o
L 7% Estimate risks %% = §
i 8 5
c X =
: | 3| g
Sl o e o
valuate risks
i ‘ N
U
% Treat risks F

— 5

12.3.1 Definition of risk from ISO 31000
Risk = effect of uncertainty of objectives
e NOTE 1 An effect is a deviation from the expected — positive and/or negative

e NOTE 2 Objectives can have different aspects (such as financial, health and safety, and environmental goals)

and can apply at different levels (such as strategic, organization-wide, project, product and process)

e NOTE 3 Risk is often characterized by reference to potential events and consequences, or a combination of

these

e NOTE 4 Risk is often expressed in terms of a combination of the consequences of an event (including changes

in circumstances) and the associated likelihood of occurrence

e NOTE 5 Uncertainty is the state, even partial, of deficiency of information related to, understanding or know-

ledge of an event, its consequence, or likelihood

12.3.2 Excerise I

How would you represent risk in a sequence diagram?

12.4 Trust management

Trust management is a label for a diversity of approaches.
Shared ground: Strong relation between trust on the one hand and risk on the other.

Often unclear how, exactly trust relates to risk

64



12.4.1 Trust

Trust is a relationship between to entities
e Trustor (the trusting party)
e Trustee (the trusted party)

Trust (or, symmetrically, distrust) is the subjective probability with which the trustor expects that the trustee

performs a given action on which its welfare depends

12.5 Trust versus Risk

In case the trustee performs as expected it may have a positive effect on the welfare of the trustor, otherwise it may
have a negative effect

The positive and negative outcomes corresponds to opportunity and risk

There is always a possibility of deception or betrayal, which means that there is an inevitable relation between trust
and risk

Trust is always related to opportunity; the trustor may be willing to accept the risk considering the involved oppor-

tunities

12.5.1 Trust aspects

Trust is subjective
e Trust is a belief

Trust is a probability ranging from 0 to 1

1 denotes complete trust

0 denotes complete distrust
I ; f f > Trust
0 d 0,5 t 1

t is the trust threshold

d is the distrust threshold
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12.5.2 Risk

Risk value is given as a function from both How do we get
Example — Risk values  |fom trust to risk

e Probability: Probability of incident to occur o
Consequence values?

e Consequence: Harm of incident on asset 3=

rrP*C— RV

1
2R - - - - - - - -- r(p,c2) = Medium

o= _LSVZ Es_k ______ r(p,c1) = Low
0 et Probability
05 1
12.5.3 Exercise 11
How would you define the relationship between trust and risk?
12.5.4 Trust is not inverse proportional to risk 12.5.5 Trust is not proportional to risk
It is often suggested that trust is inverse to risk, i.e. Some models suggest that trust is risk acceptance
e High trust means low risk e "You are prepared to accept risks if you trust the

) ] ] ) entities that can expose them"
e Low trust (i.e. distrust) means high risk

) ) e This means that high trust implies high risk
But then consequence is not considered

Trust is then wrongly identified with the stake value

e High trust may imply high values at stake, increasing The probability is not really considered

the risk
e Distrust may imply no or low values at stake, min- High trust only means that we may accept high stake
imizing the risk

High trust only means low probability of a harmful incident

12.5.6 Estimating risk from trust value 12.5.7 Well-founded Trust
e Risk value is derived functionality from probability Important: The estimated
and consequence; r : P * C — RV Trust and risk risks are believed to be
correct

e A subjective probability estimate p in a trust based

transaction is not enough for estimating the risk Unacceptable
stake values s2l-

given trust=p

Stake

e We also need the consequence c, i.e. the value at
stake

e The risk value for trust p is then r ((1-p),c) Medium risk

Acceptable St m oo m s
stake values
given trust=p

05 Trust

RS T
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12.5.8 Trustworthiness

e Trust (or, symmetrically, distrust) is the subjective
probability by which the trustor expects that the
trustee performs a given action on which its welfare | Misplaced

depends

o Trustworthiness is the objective (or factual) probab-
ility by which the trustee performs a given action on

which the welfare of the trustor depends

e Well-founded trust: The trustor knows the trustwor-
thiness of the trustee, i.e. trust = trustworthiness

12.5.9 Well-founded Trust

Trustworthiness
14

distrust

051

1
K
1

—d e

~Well-founded trust

Misplaced

0 d

12.6 Three focal points in trust management

e Trust management on behalf of the trustor

e Trust management on behalf of the trustee

e Trust management on behalf of system owner

12.6.1 Focal points illustrated

factual reality

Alice

Trust Trustworthiness
Factual reality | Sybjective probability of Bob | Objective probability of Bob
being just and deck being fair | being just and deck being fair
Uncovering Target of investigation Target of investigation

Bob and deck
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